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Abstract

The paper gives an overview of the status of electron
cloud build-up simulations at CERN, using the ��
��������
code. The recent code modifications will be mentioned
and comparisons of simulation results with measurements
in the SPS will be discussed. Finally some prediction of
the electron cloud for the LHC will be given.

INTRODUCTION

Understanding of the electron cloud effect requires tools
capable of simulating the build-up of the cloud. One such
tool is ��
�������� , which was developed by various authors
[1] over a number of years [2, 3, 4, 5, 6]. This fortran code
can only run on a single CPU and does not use most of
the modern algorithms. However, it uses little resources;
an SPS train of 72 bunches can be simulated in about half
an hour on an old desktop PC (1-GHz pentium-III) and re-
quires only 15 MB of memory.

In the past year a number of corrections and improve-
ments of the code have been performed and we will give
a short overview over these developements. In addition a
number of experiments in the SPS have been performed to
help benchmark the predictions of the simulations, which
we will also present.

If not otherwise stated all the simulations have been per-
formed for an LHC type beam in the SPS, with an intensity
of ����������� � protons per bunch and 72 bunches per train.
The other beam parameters have been determined by G.
Arduini on the basis of the logged data [7].

A simulation of the build-up of the electron cloud con-
sists of four main areas.! The simulation of the interaction of the electrons with

the surface and the secondary particle production.! The calculation of the fields in the beam pipe includ-
ing those produced by space charge.! The tracking of the particles through these fields.! The simulation of additional effects, namely of the de-
tectors used in the experiment.

In the following, the improvements in these areas are de-
tailed."
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SECONDARY EMISSION
The results of electron cloud simulations depend

strongly on the assumed model for the secondary emission.
We present the model used and describe a potential experi-
ment which may help to constrain the model for the reflec-
tion of low energy electrons in the SPS.

Modelling
In ��
�������� two different contributions to secondary

emission exist, true secondaries and reflected electrons.
So-called re-diffused electrons, whose spectrum would
cover an intermediate energy range, are not separately con-
sidered in the ��
�������� code.

Thus, the total secondary emission yield is expressed as
the sum of two components:#%$'&($*)'+-,�.(/�0213#4$'57698�):+-,�.;/�0=<>#48@?A)'+-,�0CB

(1)

It is a function of the energy of the primary electrons,
+ ,

and of the impact angle with respect to the surface normal,/
. In the present version of the code, the elastic component

is assumed not to depend on the angle, since no data are
available for incidence directions other than perpendicular
and since both local surface roughness as well as isotropic
crystal orientations are expected to wash out any depen-
dence expected for monocrystals. We first discuss the true
secondaries, then the elastically reflected component.

The true secondary yield as a function of the primary
impact energy

+C,
is expressed by the Furman formula [8]#%$'5'6*8D)'+-,�0E13#4F�G(H�)'/�0 IKJMLJONQP:RITS � <3) J LJ NMP'R 0;U .

(2)

where IWV � B X�Y and the two adjustable parameters
#9F�G(H

and
+ F�G;H

describe the maximum yield and the energy at
which it is attained. The dependence on the angle

/
is in-

ferred from laboratory measurements as [8]+�F�G;H�)7/�0 V + �F�G(H ) � < � B[ZC) � SW\4]�^ /�0(0 (3)

and [9] #4F�G(H�)7/�0 V # �F�G(H`_*a�b ) � B YT) � Sc\*]�^ /�0(0C.
(4)

where quantities with superscript � refer to perpendicular
incidence.

The values of
# �F�G;H

and
+ �F�G;H

characterize the degree of
conditioning. In-situ measurements at the SPS in 2002 and
2003 indicated

# �F�G;H Ved B X�Y and
+ �F�G(H Vfdhg � eV for the



initial state, and
# �F�G;H V � BiY and

+ �F�G(H Vjd�k � eV after a
10-day ‘scrubbing’ run [10]. In laboratory measurements
samples are fully conditioned after depositing an electron
dose of 10 mC/mm l . The final conditioning effect may de-
pend not only on the total dose, but also on the electron
flux during the processing [11]. Conditioned laboratory
samples typically exhibit final maximum emission yields
as low as

# �F�G(H V � B � . For simulation purposes, the value
of

+ �F�G(H
corresponding to other values

# �F�G;H
is estimated

by linear interpolation from the above numbers obtained in
the SPS (see Table 1).

The energy distribution of the true secondaries is con-
centrated at low energies, and can be parametrized as in
Ref. [12], namelym )'+ U 0En _*a�bpo S )7qsr JutJwv 0 ld�x l y .

(5)

where
+ � V � B z eV and x{V � are two fitting parameters.

For this distribution, the average emission energy of the
true secondaries is |+ U V z�B � eV.

The initial angular distribution of the secondaries in
spherical coordinates, }�~���}�� , is taken to be of the form\*]�^ / , where

/
denotes the emission angle of the secondary

electron with respect to the surface normal [13].
The elastically reflected component of the secondary

electrons is significant at low impact energy. Based on the
experimental data in [14], the electron elastic reflectivity
is assumed to be unaffected by the conditioning process,
and to always approach the value of 1 in the limit of zero
primary energy. The measurements of elastic reflection in
[14] are very well parametrized by# 8@? ):+ , 021 )(� +C,�<>+ � S � +-,�0 l) � + , <>+ � < � + , 0 l B

(6)

This formula for
#*8@?

can be obtained from a simple
quantum-mechanical model [15], considering a plane-wave
electron wave function incident on a negative potential step
of depth

+ � . The value for the single adjustable param-
eter,

+ � V � Y � eV, was derived by a fit to the measure-
ments [14]. The expression for

# 8@?
, (6), gives rise to a min-

imum in the total secondary yield, at around 10 eV, consis-
tent with many of the experimental data, e.g., those pub-
lished in Refs. [14] and [12].

Figure 1 displays curves of the total secondary emission
yield at perpendicular and shallow impact, as well as of its
two components, as a function of the primary electron en-
ergy, corresponding to the parameter values

# �F�G(H 1 � BiY
and

+ �F�G(H 1 d X�Y�BiY eV. The reflection probability equals
one for incident energies approaching zero, so that the
total yield exhibits a minimum near 10 eV. Table 1 lists
typical secondary-emission parameters used for simulating
electron-cloud build up in the LHC before and after scrub-
bing.

Table 1: Typical simulation parameters related to sec-
ondary emission.

parameter initial final
max. sec. emission yield

# �F�G(H
1.9 1.1

energy of maximum yield, �%�F�G;H
249 eV 230 eV

parameter for elast. el. reflection
+ � 150 eV 150 eV
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Figure 1: Model of the total and secondary emission yield# $'&($ 1�# $'5'6*8 <K# 8@?
(red) and the true secondary yield

# $'5'6*8
(blue), at perpendicular (

/�1 � , solid lines) and shallow
incidence (

/�1K� � d , dashed lines), as a function of the pri-
mary electron energy for

# �F�G(H 1 � BiY ,
+ F�G(H 1 d Xh�QB Y

eV);
the partial yield from elastic reflection

# 8@?
is also displayed

(green); the elastic reflection is assumed to be independent
of the angle of incidence.

A Potential Experiment
A possibility to gain experimental data on the low en-

ergy reflection could be the measurement of survival time
of “seed electrons” as explained below. For high enough
beam intensity, the electron cloud builds up during the pas-
sage of the bunch train until it reaches saturation level after
a given number of bunches, see Fig. 2. If a second train fol-
lows the first with some distance, saturation will be reached
within a smaller number of passing bunches of this train.
This results from the fact that low energy electrons survived
the gap between the trains and serve as seeds for the cloud
build-up in the next train. The number of bunches passing
before saturation in the second train depends on the train
distance as well as on the reflectivity; for smaller reflectiv-
ity the electrons will be lost more quickly.

Figure 3 illustrates the effect. It can be seen that the dif-
ference between 100% and 50% reflectivity is quite large
while the latter is not too different from no reflectivity at
all. Performing such an experiment in the SPS should be
relatively straightforward and can be very useful in con-
straining the model.
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Figure 2: The build-up of the electron cloud along the first
(b=1) and second (b=2) bunch train. The distance between
trains is 3 � s; 100% and 50% reflectivity for low energ elec-
trons was assumed, respectively.
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Figure 3: The number of bunches passing before the elec-
tron cloud density reaches 50% of the saturation level. An
SPS beam with nominal LHC bunch charges is used.

BOUNDARY CONDITIONS
The fields produced by the beam and the electron depend

cloud on the shape of the beam pipe and the image currents
and charges on it’s inner surface. Different shapes can be
simulated in ��
�������� :! a round beam pipe! an elliptical beam pipe! an elliptical beam pipe with a flat upper and lower

part, corresponding to the LHC beam pipe, see below! a rectangular beam pipe.

A number of improvements of the field calculations have
been performed and a number of errors have been detected
and removed. The speed of calculations with elliptical
boundaries has been improved by an order of magnitude
due to different code changes. The effect of rectangular

Figure 4: The two old models used for the simulation of
the LHC beam pipe. The black boundary corresponds to
the one used to simulate the secondary emission. The red
boundary is used for the calculation of the space charge
fields.
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Figure 5: The build-up of the electron cloud along the
bunch train for ~ 1 � d ���9��� � . The time to reach full
saturation is model-dependent, the final level of the elec-
tron cloud is much less dependent.

boundaries has been fully implemented. Finally, a new in-
terface for space charge has been integrated which allows
to more realistically model the LHC beam pipe.

The LHC Beam Pipe Models
The LHC has a round beam pipe that has a flat upper and

lower part, see Fig. 4.
In the previous version of the code the LHC boundaries

could only be simulated by using the real beam pipe for the
secondary emission and an inscribed ellipse as the electri-
cal boundary. Figure 4 illustrates this. On the left side
the black curve shows the boundary used for the secondary
emission, while the red line shows the boundary used for
the field calculation. In order to use a more coherent de-
scription, ellipses have been used for the beampipe as well
as the electrical boundaries, see the right part of Fig. 4. In
many cases the results are very similar. Differences how-
ever can exist; in particular for the rise time of the cloud,
see Figs. 5 and 6. To cross check these simulations ��
��������
was extended to be able to read the coefficients for the
space charge calculations from a file. This file can be pre-
pared using a new code.

This code solves the potential produced by the charges
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Figure 6: The build-up of the electron cloud along the
bunch train for ~ 1 � g ���9���@� , illustrating that in partic-
ular cases the electron cloud strongly depends on the beam
pipe model.

in free space by applying the convolution theorem and fast
Fourier transformation. It then determines the charges nec-
essary on the boundary in order to achieve zero potential at
the boundary. Finally it calculates the potential created by
these charges in all the other cells, using again the convo-
lution theorem.

TRACKING

Different routines are used to track the electrons of the
cloud depending on the type of magnetic field in the beam
pipe. In the case without magnetic field the tracking is
straightforward, while it can be quite time consuming in the
cases with a magnetic field, since the low energy electrons
are strongly affected. In order to speed up the program the
tracking was modified for two different magnetic fields.

Tracking in Dipole Fields

The tracking in a dipole field had been performed us-
ing a partial differential equation integrator. However, the
trajectory can be determined analytically. The program has
been changed accordingly improving the speed by about an
order of magnitude.

Tracking in Quadrupole Fields

Simulation of a quadrupolar field is by far the most time
consuming of the cases relevant for the LHC. A first step
was to exchange the partial differential equation solver by
a faster algorithm based on Bulirsch-Stoer, gaining a fac-
tor of two in overall program speed. A dedicated tracking
routine however proved to yield even better performance
(about 8.5 times faster than the initial code). The routine
uses adaptive step sizes. Each time intervall is passed sev-
eral times, with an increased number of steps. For each step
the fields are assumed to be locally homogeneous, so that
the particle moves on a helix. The results of the different
passages of the same time intervall are then extrapolated
to an infinite number of steps: the final result. The proce-

����������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������
detector

holes

Figure 7: A sketch of the beam pipe with the detector.

dure is similar to the Bulirsch-Stoer integration, but takes
advantage of the analytic solution for a homogeneous field.

DETECTOR MODELLING

To ensure correct comparison of experimental data and
the code it is necessary to model the detectors in some de-
tail. In case of the strip detector [16], effects can be ex-
pected from the bias voltage and the fact that particles that
are detected are removed from the cloud. This is in particu-
lar the case for high magnetic dipole fields where particles
tend to spiral around the field lines.

Model of the Detector

A simplified sketch of the detector is shown in Fig. 7.
The actual detector is at the bottom separated from the
beam by a metal sheet with holes. Only electrons which
pass through these holes can be detected. In the simula-
tion, the distance between the holes and the detector is ne-
glected, a particle which hits a hole will be registered. The
bias voltage is taken into account by comparing the verti-
cal kinetic energy of the electrons that hits a sensitive spot
with the potential difference given by the bias voltage. If it
is larger the particle can be detected and removed from the
cloud, otherwise it will be reflected.

To illustrate the effect of the detector four simulations
have been performed. For a case with no bias voltage the
detected current has been calculated assuming that the elec-
trons which hit the sensitive spots produce secondaries as
at any other position. The same simulation has been re-
peated with the realistic assumption that detected particles
are removed from the cloud. As can bee seen in Fig. 8
the registered flux is quite different from the one measured
before. Obviously the detector changes the flux in the sen-
sistive areas as compared to the uninstrumented case.

A similar simulation has been performed for the case
where a bias voltage is applied. It shows a significantly
smaller dependence of the measured flux on the detector
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effect, see Fig. 8.

Dependence of the Flux on a Magnetic Field
The modelling of the detector can improve the agree-

ment between simulation and experiment as shown below.
In the SPS some measurements have been performed to

determine the electron flux on the beam pipe wall for differ-
ent magnetic fields and beam intensities. The detector had
no bias voltage and consequently a significant dependence
on of the measurement on the field is to be expected. Fig-
ure 9 shows the comparison of the measured data and the
simulations. Since no calibration of the measurement exists
only the relative signals can be compared. In the case of the
simulation without detector effects, the agreement is very
good for small fields. The measurement however shows a
much faster suppression of this flux at higher fields than
the simulation. If one takes into account the detector ef-
fects, better agreement is found for high fields. However
the agreement is still not perfect.

SIMULATION OF THE SCRUBBING
The beam pipe surface of a machine experiencing elec-

tron cloud will be scrubbed by the electron cloud. This
leads to a reduction of the secondary emission yield and
consequently will reduce the electron cloud effects. The
scrubbing is a local effect and depends on the electron dose
collected at a surface. The full simulation of this process
can be important. First, the fact that the secondary emis-
sion yield is not constant on the whole surface can affect
measurements, e.g., those comparing the electron flux with
and without magnetic field, since the relevant areas of the
surface are different for the two cases. Second, understand-
ing the local secondary emission yield may help to improve
the scrubbing procedure for the LHC, where one wants to
scrub the relevant surface areas as quickly as possible. In
the following, a first simulation of the scrubbing procedure
is presented.
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Figure 9: The electron flux as a function of the magnetic
field in a detector with no bias voltage. No absolute calibra-
tion of the measurment exists, so only the functional depen-
dence can be compared. The simulation (with
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of the flux which does not take the detector effect into
account (labeled sim. 1) shows good agreement for small
fields but not for large fields. Taking into account the de-
tector effects (labeled sim. 2), significantly improves the
agreement between measurement and simulation yet the
agreement is not perfect.
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Figure 10: The model of the dependence of secondary
emission yield on the accumulated electron dose.

Simulation Procedure

For the simulations ��
�������� has been modified. The
beam pipe surface is transversely cut into 200 areas, each
of which can have a different secondary emission yields.
These yields can be read from a file. The accumulated elec-
tron dose in the different areas is written to a file and be
used to determine the change in the local secondary emis-
sion yield. Here, a simple model for the dependence of
the secondary emission yield on the accumulated dose is
used; it is illustrated in Fig. 10. Initially the whole surface
is assumed to have collected no dose. The simulation is
performed as follows: First ��
�������� is executed to calcu-
late the flux at the surface. Then the change of secondary
emission yield is calculated based on the flux. (The dose
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accumulated locally per simulation step is scaled so as to
avoid changes of the seconday emission yield of more than
0.1). This procedure is iterated a number of times. The evo-
lution of the secondary emission yield is shown in Fig. 11
for a beam pipe in a dipole field of ��� 1 � B ��� T.

Sample Result

The effect of the scrubbing on the flux measurement is
illustrated in Fig. 12. The simulation of the scrubbing has
been performed as described above. The build-up of the ac-
tually resulting secondary emission yield distribution along
the train has then been compared to the build-up assuming a
constant yield at the whole surface. A value of

#9F�G(H V � B k
reproduces the real distribution quite well. Assuming the
same scrubbed machine but that the measurement is per-
formed with no field, one can also get good agreement be-
tween a constant yield and the real distribution, this time at
a value of

# F�G(H V � B � .
It is clear that the history of the scrubbing procedure has

a very important impact on the measurment results and that
comparisons of the flux with and without field can be quite
complicated.

FURTHER BENCHMARKING AT THE SPS

An entire suite of detectors in the SPS [16, 17] allows
for a number of independent benchmarks between simula-
tions and measurements. In addition to the absolute flux
of electrons at the wall with and without dipole field, and
to the effect of a magnetic field on the spatial extent of the
cloud, which were discussed above, it is also possible to
compare the energy spectra of electrons hitting the wall,
the heat load deposited, and the dependence of the spatial
structure of the electron cloud on the bunch intensity.

Figure 13 compares the measured energy distribution at
a ‘strip detector’ with simulated spectra for two different
values of

# F�G(H
and two different rms bunch length. Again

the detector bias voltage of 30 eV was taken into account
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Figure 12: Comparison of the electron cloud build-up
along a bunch train for a machine where the surface has
a constant secondary emission yield and one where the
yield depends on the scrubbing due to the previous elec-
tron flux. The scrubbing was performed in a dipole field
of ��� 1 � B ��� T. Top: Build-up in case no field is ap-
plied during measurement. Bottom: Build-up in case of a
dipole field ��� 1 � B �Q� T during measurement. The equiva-
lent constant secondary yields are very different for the two
cases.

in the simulation. Though the agreement is not yet per-
fect, it appears that for an rms bunch length of 0.225 m
and

# F�G(H 1 d B � both the maximum energy in the spectrum,
near 700 eV, and the position and height of the maximum
at 200 eV are well reproduced. A more detailed simulation
of the detector may resolve the remaining differences.

In a dipole field of the SPS, the multipacting occurs in
the form of one, two, or three vertical stripes, depending
on the bunch intensity. The position of the stripes reflects
regions with maximum electron amplification, which arise
due to the combined effect of the electric beam field, its
image field, the magnetic field, and the chamber geome-
try. Figure 14 illustrates the simulated horizontal distance
of one of the two stripes from the central position of the
beam for the SPS strip detector. Two sets of measured data
taken in 2001 and 2002 are superimposed. These had been
compared successfully before, using an older version of the
code. The new comparison confirms the good agreement,
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though significant changes to the code were performed in
the meantime.

Several calorimeters are installed in the SPS [18] whose
purpose is to detect the heat load deposited by electrons
impinging on the chamber wall, a critical effect for the
LHC. WAMPAC1 is a warm copper calorimeter with a
large round chamber (70 mm radius) [18]. WAMPAC3, a
similar calorimeter, has about two times smaller transverse
size (33.5 mm radius).

Figure 15 shows the simulated heat load as a function of
the secondary emission yield for a bunch spacing of 25 ns
and a bunch intensity of � B � Y ���9���(� protons, assuming the
estimated vacuum pressure of 100 nTorr. The measured
value, also indicated, is consistent with

# F�G;H V � BiY , the
value also expected from a direct in-situ measurement of
the secondary emission yield [16] at a different location in
the SPS. For a larger bunch spacing of 75 ns, a detectable
heat load was neither predicted by the simulations for 3
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Figure 15: Simulated heat load in WAMPAC1 with 2
batches and 25-ns spacing as a function of
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with the heat load measured in 2002; experimental data
courtesy of V. Baglin and B. Jenninger.
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Figure 16: Simulated heat load in WAMPAC3 with 4
batches and 25-ns spacing as a function of
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with the heat load measured in 2003; experimental data
courtesy of V. Baglin and B. Jenninger.

batches and
#*F�G(H�� � BiZhY , nor measured in the experiment

(resolution limit 20 mW/m).
Similar simulations were performed for WAMPAC3

with 4 batches, 25-ns spacing and about 50 nTorr pressure.
Good agreement is obtained with measurements in 2003, if# F�G(H V � B X , as is illustrated in Fig. 16. For WAMPAC3, a
problem is however encountered in the case of 75 ns spac-
ing and 3 batches. Figure 17 shows that the simulation pre-
dicts much less heat load than has been measured. Con-
sistency could be achieved only for an unreasonably high
value of

# F�G(H�� d B X , which on the other hand would be
in an eclatant contradiction to the 25-ns result. An addi-
tional heat source, not yet identified, might be one possible
explanation.

PREDICTIONS FOR THE LHC

A primary concern for the LHC is the additional heat
load deposited by the electron cloud on the beam screen
(a Cu-coated stainless steel shield inserted into the arc vac-
uum chamber, which absorbs the photons from synchrotron
radiation). Only a limited cooling capacity is available for
the additional heat load due to the electron cloud. If it is
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Figure 17: Simulated heat load in WAMPAC3 with 3
batches and 75-ns spacing as a function of

# F�G;H
together

with the heat load measured in 2003; experimental data
courtesy of V. Baglin and B. Jenninger.

surpassed, a quench of the superconducting magnets would
result.

Figures 18 and 19 show the heat load per unit length sim-
ulated for an LHC arc cell at injection energy and in col-
lision, respectively. Each heat-load value was computed
as a weighted average of three independent simulations
for dipoles, field-free regions, and quadrupoles, according
to the fraction of the cell length covered by each type of
field (for sextupoles we assumed the same heat load as for
quadrupoles). The various curves refer to different values
of the maximum secondary emission yield, ranging from
1.1 to 1.7, and to different numbers of successive bunch
trains.

In Figs. 18 and 19 an estimate of the cooling capac-
ity available for the electron cloud is also indicated. It de-
creases towards higher intensity, since the cooling required
for synchrotron radiation, image currents, and gas scatter-
ing increases. The latter process is here assumed to be dom-
inant.

The LHC beam consists of batches of 72 bunches with
25-ns bunch spacing, which are separated by gaps of
225 ns. At injection energy, the multipacting process is
launched by residual-gas ionization, and the electron build
up saturates only at the end of the first or during the sec-
ond batch. As a result, the simulated heat load depends on
the number of batches. At top energy, photoelectrons are
abundant and the electron density saturates already after a
few bunches of the 1st batch, so that in this case the heat
load is rather insensitive to the number of batches. Fig-
ure 18 suggests a resonance with enhanced heat load for
bunch populations around g �c�9��� � protons, visible for the
lower values of secondary emission yield. This picture also
shows that with a maximum secondary emission yield of
1.3 it is possible to reach or exceed the nominal bunch in-
tensity of � B � Y �K�9����� at injection. On the other hand, a
maximum emission yield below 1.1 is needed at top energy
(Fig. 19).

Prior to achieving the low values of the secondary emis-
sion yield required for nominal performance by surface
scrubbing, the LHC could be operated with a reduced
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Figure 18: Simulated average arc heat load as a function
of the bunch population for a bunch spacing of 25 ns at in-
jection (450 GeV), considering various values of
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and

computing the heat load over several numbers of consecu-
tive 72-bunch trains.
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Figure 19: Simulated average arc heat load as a function
of the bunch population for a bunch spacing of 25 ns at
top energy (7 TeV), considering various values of

# F�G;H
and

computing the heat load over several numbers of consecu-
tive 72-bunch trains.

charge per bunch (equal or below
Y ���9�Q�9� protons) or

with an increased spacing between bunches. Simulated
heat loads for 25 and 75-ns bunch spacing as a function
of

# F�G(H
are compared in Figs. 20 and 21. at injection and

top energy, respectively. Here, a single batch and the nom-
inal bunch population of � B � Y ��������� were cnsidered. With
75-ns spacing, any realistic value of

#�F�G;H
can be accom-

modated, up to
#9F�G;H�1 d B � or beyond.

BUNCH-TO-BUNCH WAKE FIELD
As a by-product of the electron-cloud build up simula-

tions, the transverse bunch-to-bunch wake field can also be
obtained by the ��
�������� code. To this end, one bunch of
the train is displaced transversely and the resulting force
on the next bunch is computed, as it was done already by
Ohmi [19].

The ��
�������� wake calculation for the SPS is rather noisy,
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Figure 20: Simulated average arc heat load as a function of
the maximum secondary emission yield for bunch spacings
of 25 ns and 75 ns at injection (450 GeV), assuming the
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Figure 21: Simulated average arc heat load as a function of
the maximum secondary emission yield for bunch spacings
of 25 ns and 75 ns at top energy (7 TeV), assuming the
nominal bunch population of � B � Y �c�9����� .
and reliable numbers require the averaging over many sim-
ulation runs. Figures 22 and 23 present example results,
which illustrate that the force experienced by the follow-
ing bunch increases linearly with the displacement of the
driving bunch, and that, hence, a constant wake field can
be uniquely determined, as for a conventional impedance.
Figure 23 is a magnified view of Fig. 22, which reveals a
change of sign in the wake during the passage of the test
bunch. We speculate that such type of coupled-bunch wake
could easily drive coupled-bunch head-tail instabilities.

CONCLUSION

A number of corrections to the ��
�������� code have been
implemented. The program speed has been improved by
about an order of magnitude and the modelling of the beam
pipe geometry and detector effects has advanced. A num-
ber of comparisons between experiment and simulations
have been performed showing good qualitative agreement
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Figure 22: Simulated bunch-to-bunch wake field for the
SPS. The bunch at time 1225 ns is displaced and the follow-
ing bunch at about 1250 ns experiences a resulting force,
which scales roughly linearly with the displacement, so that
the wake field is uniquely defined.
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Figure 23: Simulated bunch-to-bunch wake field for the
SPS. Zoomed view of the next-bunch wake of Fig. 22.
The wake changes sign inside the bunch. The force scales
linearly with the displacement, so that the wake field is
uniquely defined, and there is little cross talk between the
two planes.

in most cases. Quantitative results are not in perfect agree-
ment. We demonstrated the importance to take the scrub-
bing history into account.
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der): F. Zimmermann, O. Brüning, X.-L. Zhang, G. Ru-
molo, D. Schulte, and G. Bellodi.

[2] F. Zimmermann, “A Simulation Study of Electron-Cloud
Instability and Beam-Induced Multipacting in the LHC,”
CERN LHC Project Report 95 (1997).
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